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Motivation

We want to use data-efficient methods for pretraining feature extractors

Unsupervised pretraining has revolutionized NLP (BERT, TransformerXL,
GPT), while its success is still limited in other fields

Context prediction methods, such as Masked Language Modeling, cannot be
naively applied to continuous domains, such as images or audio

Idea: solve masked prediction task in latent space
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Background: BERT

Figure 1: BERT architecture and pretraining objective
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Method

Pretraining:

Split a picture into non-overlapping patches

Encode patches via a patch-processing convolutional network P

Mask a fraction of the patches

Pool non-masked patches via a pooler network A

Use this pooled output to predict the spatial location of masked patches

Finetuning:

Instantiate a full encoder partially or fully with P

Finetune on the target task
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Method

Figure 2: Overview of Selfie
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Details

Data:

CIFAR-10 (32 × 32) and ImageNet (32 × 32 and 224 × 224)

Patch size: 8 × 8 for small images and 32 × 32 for large images

Fraction of masked patches: 25% or 50%

Architecture:

Patch-processing network P: ResNet-36

Pooler A: Transformer with 3 layers, 32 heads, hidden size 1024,
intermediate size 640

Positional encoding: learned, decoupled across width and height dimensions

Full encoder-1: ResNet-50, the first three blocks are initialized with P

Full encoder-2: the same as during pretraining
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Full encoder variants

Figure 3: (Left) ResNet-50 architecture. (Right) ResNet-36 + attention pooling architecture.
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Results

Figure 4: Test accuracy (%) of ResNet-50 with and without pretraining
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Results

Figure 5: Accuracy gain from pretraining
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Results

Figure 6: Comparison of two version of the final encoder: ResNet-50 and ResNet-36 + attention pooling
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Results

Selfie-pretraining provides a solid initialization for a feature extractor

The effects of pretraining diminish with the amount of data for the target task

A hybrid ConvNet with attention might work better than a pure ConvNet

Pretraining on one of the datasets does not transfer well to other ones
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Problems

No fair comparison with recent methods without finetuning

Pretrained subnet (ResNet-36) works in different regimes during pretraining
and finetuning stages

No ablation studies apropos encoder and pooler architectures, patch sampling
methods

No open-source code for reproduction
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Thank You!
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